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Abstract— Rearrangement-based nonprehensile manipula-
tion still remains as a challenging problem due to the high-
dimensional problem space and the complex physical uncer-
tainties it entails. We formulate this class of problems as a
coupled problem of local rearrangement and global action op-
timization by incorporating free-space transit motions between
constrained rearranging actions. We propose a forest-based
kinodynamic planning framework to concurrently search in
multiple problem regions, so as to enable global exploration
of the most task-relevant subspaces, while facilitating effective
switches between local rearranging actions. By interleaving
dynamic horizon planning and action execution, our framework
can adaptively handle real-world uncertainties. With extensive
experiments, we show that our framework significantly im-
proves the planning efficiency and manipulation effectiveness
while being robust against various uncertainties.

I. INTRODUCTION

Many manipulation tasks require the robot to concurrently
rearrange multiple objects through nonprehensile actions to
achieve the goal, such as grasping in clutter, sorting, and
singulation [I]-[3]]. Despite its importance, rearrangement-
based manipulation still remains challenging. First, the prob-
lem is often computationally very expensive due to the
high dimensional problem spaces and the involved complex
physics computation. Second, there are always certain dis-
crepancies between the physics models and the real world,
resulting in inevitable execution failures after a manipulation
plan is successfully found.

In our previous work, we proposed a planning frame-
work termed as dhRRT [4]. Although it has improved the
planning efficiency and execution robustness, like many
existing rearrangement planners [5]—[7], dhRRT simplifies
the problem by restricting the robot motions to be always
inside a task manifold such that the end-effector moves
only within SE(2). However, such motion constraints can
make the manipulation plans less efficient as it significantly
removes many possible actions by shrinking the solution
space. For the tabletop manipulation shown in Fig. [I] as an
example, the robot manipulator is tasked to reposition each
object in different colors to their corresponding rectangular
goal regions. The current robot configuration is shown by the
opaque robot in the figure. With the aforementioned motion
constraints, the robot will explore very locally, therefore,
will be unable to quickly switch to a more task-effective
configuration and explore from there to find more efficient

The authors are with the Department of Computer Science, Rice
University, Houston, TX 77005, USA. {kr43, pc45, kavraki,
kaiyu.hang}@rice.edu.

In this work, KR, PC and KH are supported by NSF CMMI-2133110
and Rice University Funds, and LEK is supported in part by NSF 2008720.

Explored Motions

Selected Motions

~./

Goal Regions

Fig. 1: A motivational scenario where the robot is tasked to
reposition each object to its corresponding rectangular goal region.
By our forest-based framework, the robot is able to concurrently
explore local motions (yellow) rooted at different configurations,
and select the most efficient one (green) from a global perspective.

motions, such as the the pushing action illustrated by the
green line in Fig. [T}

In this work, for enabling the robot to explore multiple
problem subspaces and optimize its motions more globally,
we propose to incorporate unconstrained transit motions
between constrained rearranging actions. We extend our
previous dhRRT to build a forest-based planning frame-
work by concurrently planning local rearranging actions from
different robot configurations. The proposed framework pos-
sesses progress-controlled planning horizons and reactivity
to real-world uncertainties as the dhRRT does, but more
importantly, is additionally able to:

1) incorporate robot free motions between rearranging
actions without being always constrained in SE(2),
enabling the robot to quickly switch between different
problem subspaces to reduce unnecessary motions and
improve the effectiveness of the generated actions;

2) monitor the planning progress in different subspaces
by concurrently spawning and growing multiple trees,
so as to direct the planning into more task-relevant
subspaces for improving the planning efficiency;

3) utilize the gradients of task heuristics to quickly steer
the planning towards the most task-relevant subspaces,
to further facilitate the planning efficiency.

II. RELATED WORK

Rearrangement Planning: Many approaches to rearrange-
ment planning use only pick-and-place actions [8]-[10] to
move each object without needing to consider the physics,
solving the problem under simplified settings. By using



physics-based planning, approaches were proposed to gener-
ate more diverse solutions to the problem. For example, by
using high-level motion primitives [11[]—[13]], rearrangement
can be achieved by moving one object at a time. By allow-
ing concurrent multiple object-object interactions, [5], [6]
developed Kinodynamic RRT-based algorithms to efficiently
search in the high-dimensional problem space. More recently,
learning-based rearrangement planning has been extensively
studied. By learning a control policy from data, the robot is
able to plan its motions online while observing the current
state to achieve various manipulation tasks by rearrange-
ment, such as pushing-based relocation [14]], multi-object
rearrangement and singulation [[15], [16], and rearrangement-
based grasping [[17]]. However, such approaches in general
require much data and time to train policies and are difficult
to generalize to different tasks.

Planning under Uncertainties: Due to real-world physics
and perception uncertainties, the real execution on the robot
often moves the objects differently from what is predicted by
any open-loop planner. One solution to such problems is by
integrating the uncertainty models into the planning process
(3, [18], [19]. Such solutions improve the probability of
the execution success while being conservative on selecting
motions. Another solution is by interleaving the planning
and execution to generate closed-loop robot motions with
receding planning horizons [20f]. Similar to our previous
work [4], in this work we also use heuristically controlled
dynamic horizons to address real-world uncertainties.

Forest-based Planners: As being able to more flexibly
and efficiently explore the problem space compared to tree-
based planners, forest-based planners have been studied and
deployed for different purposes and task requirements. Early
work constructs distributed roadmaps of trees, as a form of
forest-based planner, to address large-scale motion planning
problems [21]]-[23]]. [24] maintains a forest of RRTs for
being reactive to dynamical environment changes. [25] grows
multiple trees to concurrently explore different configuration
subspaces for efficient multi-goal path planning. [26] adap-
tively creates new trees in constrained regions by exploiting
the local structure learned from past observations, improving
the sampling efficiency in highly constrained problem space
with theoretical completeness and optimality guarantees.
However, these existing forest-based planners were initially
designed for geometric path planning problems, without
being able to easily adapt to a kinodynamic system.

III. PROBLEM STATEMENT

For rearrangement-based manipulation problems, we con-
sider an environment to be rearranged to a state to satisfy
certain task goal criterion. The problem contains a robot
manipulator, N movable objects to rearrange, and a set of
static obstacles denoted as (0. Moreover, we define two
different types of robot motions:

1) Rearranging actions: Such actions are constrained in-
side a task manifold, such that the end-effector moves
in SE(2) parallel to the support surface, to let the robot
locally manipulate the surrounding movable objects.

2) Transit motions: These are unconstrained robot mo-
tions in the robot’s collision-free configuration space
Q?ree, as will be defined in Sec. By such
motions the robot moves without contacting anything
in the workspace in SE(3).

In this work, different from the formulation in [4]], we
reformulate the rearrangement-based manipulation planning
as a novel coupled local rearrangement planning and global
action optimization problem, to more globally explore the
problem space and optimize the search in a more directed
way. As such, the solution to the problem is represented by
a sequence of motion segments containing only local rear-
ranging actions connected by segments of transit motions, as
will be formally described in Sec. [[II-B] The transit motions
between local rearranging actions can be solved efficiently
by a geometric path planar such as RRT-connect [27]. One
major challenge in such a formulation is to determine when
and how to switch between different types of robot motions,
which is important to the efficiency of the problem solving
and the optimality of the solutions.

A. Terminology

We solve the planning of local rearranging actions, termed
as local rearrangement planning, by kinodynamic planning
since sophisticated system dynamics has to be taken into
account due to concurrent object-object interactions resulted
from rearranging actions. For this, we define:

1) State Space: The state space of the local rearrangement
planning, defined as Q, is composed of the configuration
space of the robot and the state spaces of all the movable
objects. Formally, the robot’s configuration space is defined
as QF ¢ R", where r € Z7 is the robot’s degree of freedom.
Furthermore, we define the collision-free configuration space
of the robot QF. .. C QF as the subspace in which the robot
does not collide with itself or anything within the workspace.
The state space of the i-th movable object is Q' C SE(2)
where i € {1,2,...,N}. Therefore, the state space of the
local rearrangement planning problem becomes the Cartesian
product @ = QF x Q' x ... x QN. And a state is represented
by the tuple ¢ = (¢*,¢*,...,¢") € Q, where ¢* ¢ QF is
the state of the robot and qi € Q' is the state of the i-th
movable object. We define the valid state space Quelid C 9
to include all the valid system states. And for a state to be
valid, all dimensions of the state must be within their bounds
and there is no collision between the robot and itself or any
static obstacle. It is worth noting that the contacts between
movable objects and static obstacles and between any pair
of movable objects or the robot are allowed.

2) Control Space and Constraint Manifold: In the local
rearrangement planning, we consider a control space Y C R”
consisting of all controls the robot is allowed to perform
under some motion constraints. Such motion constraints form
a task manifold M C Q. In our case, the robot’s rearranging
actions are constrained such that the end-effector moves
planarly in SE(2), resulting in a constraint task manifold
where at each state the robot’s end-effector remains the same
height and zero roll and pitch.



3) Transition Function: The system physics is represented
by a transition function, I : QU x 1/ ++ Q, which maps
a state ¢, € Qv and a control u; € U at time ¢ to the
outcome state at the next step g1 € Q.

4) Goal Criterion: For any manipulation task, we gen-
erally represent the task goal by a criterion function ¢ :
Quelid 5 10,1}. And the goal region of the planning
problem is the subspace in which all states satisfy the goal
criterion, denoted by Qg = {q | g(q) = 1, ¢ € QUetid},

B. Local Rearrangement and Global Action Optimization

Formally, starting from the current system state qs €
Quaelid at which the corresponding robot state is ¢ff €
Qﬁ,ee, the planning problem is resolved by find-
ing a sequence of M paired motion segments & =
{(F1,71)s oos Foms Tm)y - (Tar, Tar) }» where each pair con-
sists of a transit motion segment 7,, followed by a rear-
ranging action segment 7,,,. As aforementioned, a strategy of
determining how to switch between these two types of mo-
tion segments is critical, which in general needs global action
exploration and optimization. The transit motion segment, as
defined by 7, : [0,1] — Q... is a geometric path plan in
the robot’s configuration space; and the rearranging action
segment is represented by a sequence of 7' system states
and robot controls 7, = {q", u{*, ..., ¢*, uy, ..., ¢F, uf } in
which the system transits by the physics laws T'(¢g}™, u}*) =
qiyq forallt =0,...,T. And the following conditions must
be satisfied for a feasible solution plan:

o The start state of the first motion segment is the same
as the current robot state: 7(0) = ¢%;
o The end state of the final motion segment satisfies the
goal criterion: I'(¢¥, u}) € Qg;
o All the intermediate states along any transit motion
segment are valid, i.e., Vm,Vt € [0,1] : T, (¢) € Qlf?'ree;
« All the intermediate states along any rearranging action
segment are valid and inside the constraint task mani-
fold, i.e., Vm, Vt: ¢" € Qvd N M;
o The end and start states of adjacent segments are the
same, i.e., Ym : T, (1) = ¢* and ¢F = Tp11(0).
Compared to the existing kinodynamic planning used in
[4]], the formulation above is more general for representing a
rearrangement-based manipulation problem. To see that, by
forcing the entire motion plan to only contain rearranging
action segments, i.e., Vm : 7, = {}, the problem will
reduce to the traditional formulation; and as a result, the
robot will always move inside the constraint manifold M
and the end-effector will continuously translate and rotate
in SE(2) without being able to quickly reposition itself to
explore different task-relevant subspaces.

IV. KINODYNAMIC RAPIDLY-EXPLORING RANDOM
FOREST

To address the problem formulated in Sec. [III, our
framework leverages the sampling-based kinodynamic RRT
(kdRRT) planner [28] for local rearrangement planning, to
take advantage of its efficiency in high-dimensional state
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Fig. 2: A schematic plot of kdRRF. By spawning and growing
multiple trees rooted with different robot configurations, the kdRRF
more efficiently explores task-relevant subspaces and selects mo-
tions (green) from a more global perspective. At the same time, by
interleaving planning and real execution (red), the errors resulted
from uncertainties are eliminated in real time.

Algorithm 1 The kdRRF algorithm

Input: Start state g5, goal region Q¢ (+), heuristic A(-), progress threshold
p, forest size limit Sy, a2, number of trees Niyee
Output: Motion segments &

1: F < SPAWNFOREST(Niree, qs) > Alg.
20 £ {}, q" + s

3: while TIME.AVAILABLE() do

4 F < EXPANDFOREST(F) > Alg.
5 (7, 7) + EVALUATEPROGRESS(F, g*, h, p, Smaz) > Alg. 4]
6: if 7 # {} then

7: FOLLOWROBOTPATH(7) >In QF
8 g* < EXECUTECONTROLS(T) > Observe Real State
9; £ EU(RT)

10: if ¢* € Q¢ then > Task Complete
11: break

12: end if

13: F < SPAWNFOREST(N¢ree, q*) > Alg.
14: end if

15: end while

16: return &

spaces and generalizability to various kinodynamic plan-
ning problems. However, instead of growing one individual
motion tree, our framework concurrently grows multiple
trees to form a forest F'. By that, our framework is able
to concurrently explore different subspaces starting from
different robot configurations and more globally optimize
the generated motions. As such, we name our framework as
Kinodynamic Rapidly-exploring Random Forest, abbreviated
as kdRRF. The algorithm is summarized in Alg. (1| and
illustrated in Fig. 2] And the details will be described below.

In each tree of the forest F', every node represents a system
state and every edge represents a control u;. As illustrated
in Alg. [2| given the start state, a number of Ny, tree roots
will be spawned by randomly sampling valid end-effector’s
poses in the workspace, as detailed in Sec. And then
the forest will be expanded by adding new nodes into one
of its trees, as detailed in Alg. [3] Given any randomly
sampled state ¢,qnq, the nearest node in the forest, gneqr,
will be selected to expand. From ¢eq;-, @ set of C' controls
will be randomly sampled, denoted as {u!,... ,u“}. And



Algorithm 2 SpawnForest(-)

Algorithm 4 EvaluateProgress(-)

Input: Number of trees Niree, state g
Output: Initialized forest F'

1: F.ADDROOT(q)

2: ¢f < EXTRACTROBOTSTATE(q)
3: for i = 2, ..., Ntree do

4 while True do

5: @i < SAMPLEROOT(q) > Sec.
6 ¢ + EXTRACTROBOTSTATE(g;)

7 if ¢t € Q... and ExisTsPATH(¢%, g*) then

8: F.ADDROOT(g;)

9: break
10: end if
11: end while
12: end for
13: return F’

Algorithm 3 ExpandForest(-)

Input: Current forest F'

Output: Expanded forest F'

1 Grand < SAMPLESTATE()

2! gnear < FINDNEAREST(F, ¢rqnd)
cfori=1,...,C do
: v; < SAMPLECONTROL()

3

4 > In se(2)
5 ¢ < I'(gnear,v;) > State Transition
6: end for

7: (qnew,v™) < arg min(qi’vi)DlSTANCE(qi,qrand)

8: u* < JOCOBIANPROJECTION (v*)

9: if u* # Null then

10: F.ADDNODE(gnew)

11: F.ADDEDGE((gnear, new),u™)

12: end if

13: return F'

> Sec.

> Expansion

one control v* from this set, which minimizes the distance
between I'(gnear, ™) and grqnq, Will be selected to grow
the forest. We simultaneously monitor the status of each
tree in the forest while expanding, and will temporarily stop
the forest expansion when some criteria have been met, as
detailed in Sec. and illustrated in Alg. ] Then one tree
in the forest will be selected based on the progress made
by this tree to extract control segment for execution. This
entire process of interleaving planning and execution will be
repeated until the task goal is achieved.

We use a heuristic function: & : Q%4 — R to monitor the
system progress in the planning process. When the state of
the system moves closer to the task goal, i(-) will decrease.
In practice, we do not require the heuristics to be optimal.
Simple cost-decreasing functions can be easily integrated in
our planning framework to successfully drive the search to
find solutions, as will be described in Sec. [V]

A. Sampling Tree Roots in the Forest

At the beginning of the planning process, the forest is
constructed by sampling multiple roots to spawn multiple
motion trees. One of the tree roots always corresponds
to the current system state, whereas the other tree roots
are generated by randomly sampling different valid end-
effector’s poses in SE(2) with the states of all the movable
objects unchanged. The robot’s configuration of each tree
root, given the sampled pose of the end-effector, is solved
by inverse kinematics of the robot. A tree root is considered
valid only when there exists some path in QJIS‘T&& connecting
the robot’s current configuration to the configuration of this

Input: Current forest F, current system state g¢, heuristic h(-), progress
threshold p, forest size limit Sy,qz

Output: Paired motion segment (7, )

 @new < F.GETLATESTNODE()

T {L T+« {}

if Qnew € QG or h((Jt) - h(Qnew) >p then
Groot < F.TRACETREEROOT(gnew )
7 <— GENERATEPATH(q¢, ¢root)
7 < EXTRACTCONTROLS(F, gnew)

. else if F.GETSIZE() = Smax then

q < arg mianF.GETLEAVEs()h(q)

9: Groot < F.TRACETREEROOT(q")

10: 7 < GENERATEPATH(qt, Groot)

11: 7 < EXTRACTCONTROLS(F, ¢')

12: end if

13: return (7, 7)

> In Q?Tee

> Forest Size Limit
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tree root, which can be efficiently checked by a geometric
path planner like RRT-connect [27].

Task-oriented Root Sampling. As making contacts with
movable objects is essential for exploring effective rear-
ranging actions, the end-effector’s pose is sampled near the
movable objects. Specifically, for sampling a new tree root,
we first randomly select a movable object © € {1,..., N},
and place the end-effector near the selected object to some
ranged distance. The selection of the movable object can
be guided by a discrete uniform distribution by default, i.e.,
P(i) = 1/N, where P(i) denotes the probability of selecting
the ¢-th movable object. Alternatively, the movable object can
be sampled by the following probability mass function de-
pending on the gradient of the heuristic function with respect
to each object state ¢°, which can be analytically derived or
numerically approximated with small local changes on ¢'.
We term this strategy as Task-oriented Root Sampling, as it
uses the task heuristics to effectively bias the local search.

P(i):f(LZqih'), ie{l,..

where f : RT — RT is a stretching function and Z =
>, f (IV4ih]) is the normalization term. In practice, we use
f() to introduce some desired properties of the distribution
for sampling. For example, we use exponential, i.e., f(z) =
e”, to avoid zero probability for sampling any object; or we
use power functions, i.e., f(z) = ¥, to stretch when the
gradients are non-zero for all the objects.

LNV, (1)

B. Dynamic Planning Horizons

Due to physical and perception uncertainties in the local
rearrangement planning, the real-world execution can deviate
from the planned path to cause execution failures. To address
this problem, the kdRRF interleaves the planning and execu-
tion to close the manipulation loop similarly to our previous
work [4]]. The planning horizon is dynamically adjusted by
the planning progress evaluated by the heuristics A(-).

While we grow the forest by expanding the nearest tree, we
monitor the heuristic value of the newly added node. Once
good enough progress is made by this new node, determined
by a threshold p € R, we will back-trace this node to extract
the paired motion segment from the tree and execute it on
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Fig. 3: The 4 example rearrangement-based planning tasks defined
in Sec. |V} The left figure shows the start state, and the right figure
shows the goal state achieved by our proposed planner. For Grasping
and Relocating: Green (obstacles), Blue (movable objects), Yellow
(target object).

the robot, as detailed in Alg. E[ Otherwise, when it is difficult
to make enough progress starting from the current state, we
will limit the planning process by another threshold, S,qz,
of the maximum forest size — the total number of nodes in
the forest. In this case, the leaf node with the best heuristic
score in the forest will be selected for execution, if not
enough progress can be made but S,,,, has been reached.
In this manner, the horizon for local rearrangement planning
is dynamically determined by the heuristics A(-) in terms of
the current system state and tree selection.

For each execution, the robot will first transit itself to the
configuration associated with the root node of the selected
tree by transit motions, and then subsequently execute the
extracted control segment by constrained rearrange actions.
After each execution, our framework will observe the actual
system state from sensor readings, and then repeat the same
procedure to progressively transit the system towards the goal
region. Rather than planning and executing the entire motion
plan at one time, our framework intermittently updates the
planner with the most recent system state to continuously
eliminate the errors in the real-world executions in Alg. [I]

C. Constrained Projection via Jacobian

To impose the motion constraints for rearranging actions,
we sample robot controls only in the end-effector’s velocity
space v € se(2), and iteratively project it to the robot’s
control space U via Jacobian by u = JT(¢f) - v, as the
robot state ¢ changes throughout performing the control.

V. EXAMPLE APPLICATIONS

Our framework is evaluated with 4 rearrangement-based
manipulation tasks in clutter, as exemplified in Fig. B} 1)
Grasping, 2) Relocating, 3) Sorting without Goal Regions,
and 4) Sorting with Goal Regions. The first three tasks
and their heuristic functions are defined the same as in our
previous work [4]]. Additionally, we add the fourth task as
defined below:

Sorting with Goal Regions: This sorting task specifies a
goal region for each class of the objects. We denote by L the
number of object classes, and by B; = {j € {1,...,N} :
CLASS(j) = i} the set of all objects in the i-th class. The
goal region G; for the i-th class is a rectangle centered at
(zg,,vg;). The goal for this sorting task is achieved when

all the movable objects are relocated to be inside their
corresponding goal region. Formally, Vi € {1,..., L}:

Vje B, (¢/,y) € 2)

where (z7,y7) is the position of the j-th object in SE(2).

The heuristic function for this task is defined by the
summation of the squared distance between any object and
the center of its corresponding goal region:

hs(q) = Z Z (27 —26,)* + (¥ —ya.)* 3)

1<i<L jeB;
VI. EXPERIMENTS

We evaluate our framework with the 4 tasks defined
in Sec. [V] from two aspects: 1) the planning efficiency,
reflected by the success rate given a limited planning time
budget and average planning time for successful trials; and
2) the effectiveness of the generated motions, for which
we report the average number of rearranging actions for
successful motion plans. We expect a smaller number of
rearranging actions for more efficient motion plans generated
by the planner, as it requires less effort from the robot for
rearranging objects to achieve the task goal. The experiments
were conducted both in the MuJoCo simulator [29] and on a
real Franka Panda Emika robot. In both experiments, we used
MuJoCo physics engine for transition function computation.

In addition, we compared our new algorithm with a
baseline dhRRT planner [4], which has shown better per-
formance on planning efficiency and robustness against real-
world uncertainties than traditional kinodynamic planners.
As described in Sec. [[V-A] we evaluated our algorithm with
Task-oriented Root Sampling to demonstrate the effective-
ness of the design for this technique. All the algorithms
were implemented in Python and run with single thread on
a 3.4 GHz AMD Ryzen 9 5950X CPU. For control sam-
pling in all the experiments, the linear velocity of the end-
effector was sampled within [—0.2,0.2]m/s in simulation,
but [—0.1,0.1]m/s on the real robot for better safety; and
the angular velocity was all sampled within [—1, 1]rad/s.

A. Simulation Evaluations

In simulation, we used N = 36 objects for grasping and
sorting, one of which was the target object. For both sorting
tasks, we used L = 3 classes and 3 objects in each class,
resulting in N = 9 objects to rearrange. The planning time
budget was set to 180 seconds for grasping and relocating,
and 300 seconds for both sorting tasks. For each task, we
ran 100 trials to collect the statistics of relevant metrics.

The results are reported in Fig. @] We can see that the
kdRRF implementation achieved better success rate and
planning time than dhRRT in all the evaluated tasks. For
the two sorting tasks, dhRRT has only 62% and 19% success
rates respectively while kdRRF almost succeeds all the time.
Moreover, benefited from the global optimization of actions,
kdRRF can generate more effective rearranging actions. For
grasping and relocating, kdRRF averagely requires less than
half the number of rearranging actions as dhRRT; and for
both sorting tasks, dhRRT has to plan more than 200 number



Grasping Relocating Sorting without Goal Regions Sorting with Goal Regions
dhRRT kdRRF dhRRT kdRRF dhRRT kdRRF dhRRT kdRRF
Success Rate 84 /100 96 / 100 88 /100 95 /100 62 /100 99 /100 19 /100 100 / 100
Time (seconds) || 43.1 £39.9 20.2 £ 18.9 323 +£39.0 235+194 | 1114+ 760  31.1 £ 143 | 2153 £+ 524 48.9 + 10.9
Num. Action 40.1 +334 112+ 9.7 37.1 +£36.5 161 + 9.5 | 227.7 £+ 108.2 549 + 148 | 3115+ 760 549 £ 85
Fig. 4: Experiment results of the 4 tasks in simulation.
Grasping Relocating Sorting without Goal Regions Sorting with Goal Regions
dhRRT kdRRF dhRRT kdRRF dhRRT kdRRF dhRRT kdRRF
Success Rate 7710 9/10 10/ 10 71710 1/10 7710 0/10 9/10
Time (seconds) || 14.8 = 3.5 25.8 + 134 253 £ 11.5 294 £ 145 548 £ 00  30.7 + 104 - 103.8 + 49.0
Num. Action 83.9 +£209 40.6 + 199 | 1058 + 372 49.6 + 11.5 63.0+ 00 343 +11.2 - 46.1 + 11.2

Fig. 5: Experiment results of the 4 tasks in the real world.
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Fig. 6: Real-world experiments on 4 rearrangement-based manip-
ulation tasks. The target object in grasping and relocating tasks is
highlighted by the yellow bounding box, and the convex hulls in
the sorting task are represented by the overlays in different colors.

of rearranging actions to achieve the same goal while kdARRF
only needs less than 60 rearranging actions. Importantly, as
we observed when conducting the experiments, the Task-
oriented Root Sampling guided the planner to explore more
extensively in the most task-relevant subspaces, increasing
the probability of finding effective motion segments.

B. Real-world Evaluations

We conducted experiments on a real robot to more re-
alistically challenge the algorithms by real-world physical
and perception uncertainties. We used cube-like objects for
rearrangement. However, the physical parameters, including
the size and the mass of the object, the friction coefficient
of the table surface, etc, were very roughly estimated. We
used N = 20 objects for grasping and relocating, and L = 3
classes and NV = 6 objects for both sorting tasks, two objects
in each class. The planning time budget was set to 60 seconds
for grasping, relocating, and sorting without goal regions,
and to 180 seconds for sorting with goal regions. All the
objects were tracked via AprilTags [30]. Example executions
for the 4 tasks on the real robot are shown in Fig. [f] We ran

10 trials for each evaluation with random initial states, and
summarized the results in Fig. [5]

We note that, for grasping and relocating which are
relatively simpler tasks than sorting, kdRRF did not improve
the planning efficiency against dhRRT as the simulation
results show. This is because, under complex real-world
uncertainties, kdRRF needed a lot more planning cycles
than it did in simulation to adaptively correct accumulated
physical errors to finish the task, resulting in longer total
planning time. Nevertheless, we can still see that the number
of rearranging actions needed by kdRRF is significantly
less than dhRRT, indicating more effective executions. For
both sorting tasks, being consistent with the experiments
in simulation, kdRRF outperformed the dhRRT from all
aspects. With a lot more rearranging actions and contacts
with the objects, the manipulation by dhRRT often ran
out of the time budget and barely succeeded. In contrast,
kdRRF could more efficiently find most effective actions and
achieved much higher success rates.

VII. CONCLUSION

In this work, we formulated the rearrangement-based ma-
nipulation problem as a coupled problem of local rearrange-
ment and global action optimization by incorporating free-
space transit motions between constrained rearranging ac-
tions of the robot. For efficiently solving the rearrangement-
based manipulation problem formulated as such, we pro-
posed a forest-based kinodynamic planning framework that
globally explores multiple problem subspaces to optimize
its planning, and generates actions by concurrently growing
multiple motions trees, while interleaving the planning and
execution to react to uncertainties.

We evaluated the proposed framework with extensive
experiments on 4 manipulation tasks both in simulation and
on a real robot, the proposed kdRRF framework has shown
significant improvement on planning efficiency and motion
effectiveness compared to a state-of-the-art baseline, without
sacrificing the robustness against real-world uncertainties.

In future work, we plan to further extend this framework to
take into account other state features besides heuristic scores,
such as the number of concurrent contacts made by a tree
edge, to improve the quality of the generated motions and the
planner’s robustness against uncertainties. Moreover, as using
a forest provides more feasibility for multi-threading, we also
consider parallelizing the implementation of the algorithm to
speed up its computation.
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