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I. INTRODUCTION

Manipulation tasks are abundant in today’s robotic appli-
cations, especially in the areas of manufacturing, warehouse
management, and domestic robots. For these types of prob-
lems, the robot manipulator must interact with the objects
in the environment to achieve the task. Automated motion
planning for these tasks is highly desirable, as it would allow
for a much wider range of tasks achievable by a single robot.

There are two key problems that must be addressed for
manipulation planning. The first is the problem of task plan-
ning, where the planning algorithm must consider the discrete
actions available in the domain, and find a sequence of actions
(action plan) to achieve the task. The actions may include
reaching for objects, carrying objects, pushing objects, etc..
There has been much work in the area of planning in the
artificial intelligence community [1, 12, 13, 19, 20, 28] to
solve this problem. The other problem that must be addressed
is motion planning, where continuous motions must be found
to implement the actions in the action plan. For manipula-
tion problems, the robots often have more than 6 degrees
of freedom. Sampling-based motion planning [14, 21, 23–
25, 31] has proven to be the method of choice for these high
dimensional problems, for its ability to quickly explore such
high dimensional spaces.

Many frameworks have been proposed for combining task
and motion planning in the context of manipulation planning
[2, 4, 6–8, 10, 15–18, 22, 26, 27, 29, 30, 32]. Many of these,
however, lack completeness guarantees or have strong assump-
tions for any guarantee [4, 6–8, 15–18, 26, 27, 30, 30, 32].
This is in many cases a result of sampling-based motion plan-
ners being probabilistic complete rather than complete. One
approach we previously proposed, the Synergistic Framework
for manipulation tasks [11], solves the manipulation planning
problem while still guaranteeing probabilistic completeness.
However, it suffered from poor scalability, and experiments
were limited to less than five movable objects. In this abstract,
we present our efforts in improving the scalability of the Syn-
ergistic Framework by using heuristic to guide task planning,
allowing it to solve problems with up to 15 objects.

II. BACKGROUND

A. Synergistic Framework

The Synergistic Framework approaches manipulation plan-
ning in the following manner: The task is specified using
a co-safe linear temporal logic (co-safe LTL) formula. The
atomic propositions of the formula are elements of O × L,

representing that an object o ∈ O is at some location whose
labels contains l ∈ L. Using an external tool Spot [5], the
formula is converted into a deterministic finite automaton
(DFA) whose transition criteria are propositional logic formula
over the atomic propositions. Alternatively, the task could be
specified directly using a DFA.

The manipulation domain is captured using an implicit
graph called the abstraction. Each node in the abstraction
maintains information about the current (discrete) locations
of the objects and the end-effector, as well as the current
action the robot is performing. Edges in the abstraction graph
represent motions or transitions in robot execution that could
be taken to change the world from one state to the next.

Task planning is performed by running Dijkstra’s algorithm
over the product of the DFA and the abstraction. A node in
the product graph is a pair (z, v), where z is the DFA state,
and v is the abstraction node. This product is constructed
as needed starting from the initial state of the DFA and the
abstraction state that represent the initial configuration of the
world. Task planning terminates and returns a sequence of
abstraction nodes, called the task plan, when a node whose
DFA state is the accepting state is expanded.

The sequence of abstraction nodes is then split into mo-
tion segments, and they are planned for using a sampling-
based algorithm RRT-Connect [23] from the Open Motion
Planning Library (OMPL [3]). If a motion plan is found for
each required motion, then the concatenation of these plans
is returned as the solution. Otherwise, the weights of the
abstraction graph is updated according to the successfulness of
motion planning. For actions with continuous motion found,
their weights are reduced to 0. For actions that failed, their
weights are increased proportional to the amount of time spent
in motion planning. This enables the task planner to generate
new task plans which are more likely to be implemented by the
motion planner. This framework was shown to be probabilistic
complete [11].

B. Performance Issues

The Synergistic Framework as proposed in [11] for ma-
nipulation planning, however, suffered from poor scalability.
The results showed that the framework scaled to problems
with four objects in eight locations, with a task that converted
to a DFA with 27 states. The main bottleneck lies within
searching the product graph in task planning. The number
of nodes explored grows exponentially with the depth of the
search, making planning for long tasks difficult. Additionally,
considering a larger number of objects and locations increase



Fig. 1. DFA for two tasks and the heuristic value generated by the transition-
based heuristic (in red).

Fig. 2. DFA for two tasks and the heuristic value generated by the literal-
based heuristic (in red).

the branching factor of the search process, also slowing down
the search.

III. HEURISTIC SEARCH IN SYNERGISTIC FRAMEWORK

To improve the scalability of the Synergistic Framework,
we introduce two heuristics to guide the search of the product
graph. Even though the number of nodes in the product graph
is large, the size of the DFA is relatively small, generally
no more than a few hundred nodes. Therefore we generate
heuristics that focus on the DFA component z of a product
graph state (z, v). If it is easy to reach an accepting state
from z, then it should have a smaller cost-to-go heuristic than
a state from which it is difficult to reach an accepting state.

The first heuristic is transition based. We count the mini-
mum number of transitions in the DFA needed to reach an
accepting state from the current state z. Figure 1 shows the
heuristic values generated using such a heuristic. For the DFA
on the left, the transition-based heuristic seems reasonable.
It suggests that it is easier to reach the accepting state 2
from state 1 compared to state 0. On the other hand, for
the DFA on the right, which expresses the task of achieving
two propositions in any order, the transition-based heuristic
is not very informative. It ranks all of the states the same,
as a transition from the initial state to the accepting state is
possible if all the propositions become true at the same time.

In practice, this is rarely the case. The manipulator often
could only move one object at a time, so the truth value
of propositions also change one at a time. Therefore, we
introduce a second heuristic based on the minimum number of
literals we need to check in order to reach an accepting state.
Figure 2 shows the values from such a heuristic. We can see
that using this new heuristic, we can separate the initial state
out from the rest in the DFA on the right.

Due to the fact that in the Synergistic Framework, actions
that have been found would have their costs reduced to
0, both the transition-based and literal-based heuristics are
inadmissible. This causes the task plan to potentially be non-
optimal. The non-optimality could cause the planner to not
take full advantage of using actions whose continuous motions
are already found. We did not observe this to happen in
practice, as continuous motion already found are results of
being parts of previously-optimal task plans, preceding the
point of failure for these plans. Thus in future iterations
when the heuristics are inadmissible, these actions are still
considered before other choices.

IV. RESULTS

We test our heuristics using the A* [9] planner and compare
the runtime of a single task planning run against the original
planner, which is running Dijkstra’s algorithm. Note that
Dijkstra’s algorithm is equivalent to running A* with the
heuristic ∀x,H(x) = 0. The experiments were performed on
several benchmark problems. The first is a task where the goal
is to move a single object to a new location. The location is
occupied, so removal of another object is needed. The second
is the Baxter example from [11]. And finally, we test on a set
of benchmarks where n − 1 objects are in n locations, and
their places need to be swapped. The average runtime over 10
runs are shown in Figure 3.

We see that in all cases, using heuristics help with speeding
up the task planner. The literal-based heuristic performs well
across the board, achieving order of magnitude speed-up over
the previous framework. This allows us to solve difficult
problems such as the swapping task that involves 128 DFA
states.

V. CONCLUSION

We have presented our efforts in improving the scalability
of the Synergistic Framework for manipulation problems by
using heuristics generated from the planning task to guide the
search in task planning. We have found that the minimum
number of propositions required for the task to be a very
good heuristic for manipulation tasks. Using these heuristics,
we were able to achieve order of magnitude speed-up over
the previous planner. We are also actively exploring ways to
improve motion planning performance, as well as enhancing
the synergy between task and motion planning to achieve
better performance.
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