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I. INTRODUCTION

Robotic and cyber-physical systems are proliferating at a
breakneck pace. A key technological hurdle is to ensure safety
of such systems especially within proximity of humans. While
there has been a push in identifying obstacles and unsafe sit-
uations via sensors and machine learned predictors [2, 1], the
task of embedding such information to determine safe course
while obeying rules-of-the-road is non-trivial [14]. Further, the
uncertainty and noise in prediction together with near real-time
requirements under bounded computation resources makes this
problem very challenging [5].

This work proposes an architecture for fast, safe planning of
autonomous missions. We build upon the recent work in Prob-
abilistic Signal Temporal Logic (PrSTL) [18] that synthesizes
provably safe controllers that take into account noisy sensors
and associated uncertainty in learned classifier/regressor pre-
dictions. Currently, solution for PrSTL requires solving Mixed
Integer Semi-Definite Programs (MISDPs), which quickly
become infeasible to solve in reasonable time as the number
of constraints grow. Further, PrSTL needs the description
of the mission goal and the required safety invariants as
logical formulations and often expressing such objectives and
constraints for long horizons and complicated rules-of-the-
road remain non-trivial at best.

We alleviate these problems by combining PrSTL with
random sampling based planners. We propose using Rapidly-
exploring Random Trees (RRT) [11] and associated variants
like RRT* [9] to simplify computation by first efficiently
sampling feasible points in the robot’s configuration space
and then generating trajectories by connecting them via safe
control. Such fast sampling of the feasible trajectories effec-
tively reduces the optimization from a MISDP to a sequence
of Second Order Cone Programs (SOCP), which being convex,
can be solved much more efficiently.

II. BACKGROUND

There has been recent developments in synthesizing con-
trol policies, inspired from program verification and artifi-
cial intelligence, that satisfy temporal properties, disjunctions,
conjunctions or negations of user-specified predicates. Several
temporal logic specification languages have been developed
and adapted for synthesizing controllers such as Linear Tem-
poral Logic (LTL) [10, 19], Metric Temporal Logic (MTL)
[6], Probabilistic Temporal Logic (PTL) [20] and Signal
Temporal Logic (STL) [16, 15, 12]. These approaches can
be used for task planning [14], where a system designer a
priori provides logical specifications composed of disjunctions,
conjunctions, negations as well as temporal permutations of
those combinations. Previous work has also proposed methods

for combining sampling-based motion planners with such
specification languages to do joint task and motion planning
[7, 6]. However, these approaches are limited in their capacity
to both express the constraints as well as the capability to
account for uncertainty in sensors and dynamics.

Recent work has proposed probabilistic logical specification
(PrSTL) [18] that introduces random variables in logical
formulae to express uncertainty in the robot state, environment
and other exogenous variables. Such probabilistic formulation
enables embedding of Bayesian classifiers and predictors in the
specification language, thereby allowing the systems to operate
in environments that are only partially observed. We propose
a new method that builds upon RRT* and uses PrSTL as a
steering function. This method combines the positive aspects
of both techniques: (1) PrSTL enables us to specify safety
invariants and allows embedding of machine learning predic-
tors operating on real-time signals. (2) The RRT* framework
allows fast computation of strategies circumventing the need
to solve computationally difficult problems that usually arise
in logical specification based control synthesis methods.

III. PROBABILISTIC SIGNAL TEMPORAL LOGIC

Probabilistic Signal Temporal Logic (PrSTL) allows ex-
pressing stochastic properties over real-valued, dense-time
signals. We can formally define temporal properties over
uncertainties that are present in sensors and classifiers of the
system. For example, we can express PrSTL formulas that
represent probability that the output of a Bayesian predictor
would lie in a desired range for time steps in the future.

Let x(t) denote a real-valued signal at time t, then (x, t) |=
ϕ specifies that the signal x satisfies the PrSTL formula ϕ at
time t. A PrSTL formula ϕ consists of temporal and Boolean
properties over atomic predicates represented as λεtαt

. Such
predicates are defined over time-varying random variables αt
drawn from a distribution at every time step. Furthermore,
εt ∈ [0, 0.5] represents a tolerance level for satisfaction of
the predicate. Therefore, satisfaction of this atomic predicate
translates to:

(x, t) |= λεtαt
⇐⇒ P

(
λαt

(x(t)) < 0
)
> 1− εt, (1)

where λαt
(x(t)) is a stochastic function of the signal, which

can express uncertainties regarding sensors, classifiers, etc.
For example, if αt represent parameters of a classifier then
computing the stochastic function simply corresponds to ap-
plication of the classifier to x(t). Consequently, the atomic
predicate described above signifies that only those trajectories
for which the condition λαt

(x(t)) < 0 holds with a high
probability should be considered valid. PrSTL allows nesting



of temporal and Boolean properties over the probabilistic
predicates. The syntax of PrSTL is defined as follows:

ϕ ::= λεtαt
| ¬̃λεtαt

|ϕ∧ψ |ϕ∨ψ |G[a,b]ψ |ϕU[a,b]ψ |F[a,b]ψ.

Here, ϕ is constructed as a probabilistic predicate λεtαt
,

its negation ¬̃λεtαt
, the Boolean conjunction or disjunc-

tion of two PrSTL formulae, or temporal operators applied
over PrSTL formulae. The temporal operators consist of
G (globally), F (eventually) and U (until). For example,
G[5,7](P (λαt

(x(t)) < 0) > 0.8) is a formula indicating that
the stochastic function λαt

(x(t)) must be less than zero with
0.8 confidence for all times in the interval t ∈ [5, 7].

The satisfaction of each temporal or propositional formula
is then defined as follows:

(ξ, t) |= λεtαt
⇔ P (λαt

(ξ(t)) < 0) > 1− εt
(ξ, t) |= ¬̃λεtαt

⇔ P (−λαt
(ξ(t)) < 0) > 1− εt

(ξ, t) |= ϕ ∧ ψ ⇔ (ξ, t) |= ϕ ∧ (ξ, t) |= ψ
(ξ, t) |= ϕ ∨ ψ ⇔ (ξ, t) |= ϕ ∨ (ξ, t) |= ψ
(ξ, t) |= G[a,b]ϕ ⇔ ∀t′ ∈ [t+ a, t+ b], (ξ, t′) |= ϕ
(ξ, t) |= F[a,b]ϕ ⇔ ∃t′ ∈ [t+ a, t+ b], (ξ, t′) |= ϕ
(ξ, t) |= ϕ U[a,b] ψ ⇔ ∃t′ ∈ [t+ a, t+ b] s.t. (ξ, t′) |= ψ

∧∀t′′ ∈ [t, t′], (ξ, t′′) |= ϕ.

It is shown that if αt is drawn from a Gaussian distribution,
the control synthesis problem under PrSTL constraints can be
solved as a mixed integer semi-definite program (MISDP).
While solving an MISDP is NP-complete, there exists a
subset of PrSTL called Convex PrSTL that is recursively
defined over the predicates using only conjunctions or the
globally operator. The optimization problem reduces to second
order cone programming (SOCP) and is convex. One of the
advantages of the proposed framework is that instead of
solving a general mission planning task as PrSTL, it uses
sampling-based motion planning to decompose the problem
into a sequence of simpler convex optimization tasks.

IV. APPROACH

In this section, we detail our approach for the cenario where
a robot is tasked with navigating from a start state to a goal
state and an incomplete map of the environment is available.
There might be additional obstacles and other latent variables
on the map, which are unknown in the beginning but as the
robot navigates, onboard sensors (noisily) detect them.

The key idea is to first sample the configuration space for
valid points that satisfy the safety invariants, and then seek
for a safe path or trajectory that would connect these sets
of sampled points. Such safe trajectories are determined via
safe control synthesis using the PrSTL framework. Given the
sampled points and the safe trajectories that connect these, the
framework finally chooses the shortest path from start to goal
which minimizes the cost criterion of interest.

One big advantage of this framework is that the validity
test for random samples does not need a rigid logical specifi-
cation and can be expressed as an imperative procedure. Such
imperative descriptions allows checking of fairly complex
safety conditions, which might be very hard to evaluate using
PrSTL. For example, the boundaries of a flying arena can be
of arbitrary shape, and constraints on such non-parametric

boundaries cannot be easily expressed as logical formulae.
However, given a map of such arena it is easy to check whether
a sample is valid or not.

Algorithm 1 PRSTL-TREE: Safe planning and control to goal.

Require: Map of known obstacles M
Start state sstart
Goal state sgoal
Goal region radius gradius
Number of vertices in tree nvertices
Number of steps per planning cycle nsteps

Ensure: Path traversed to goal p = {sstart, s1, . . . , sgoal}
1: p = {}
2: scurrent = sstart
3: while dist(scurrent, sgoal) > gradius do
4: tree← BuildSafeTree(M, scurrent, sgoal, nvertices)
5: snearest ← FindNearestNeighbor(tree, sgoal)
6: pshortest ← ShortestPathToGoal(tree, scurrent, snearest)
7: (ptraversed, scurrent, obsv)← TakeNSteps(pshortest, nsteps)
8: p← p ∪ ptraversed
9: UpdateBelief(obsv)

10: end while

Algorithm 1 details the main steps of the approach, which
we term as PRSTL-TREE. It requires a mapM of the environ-
ment which contains known obstacles and also encodes rules-
of-the-road like no-fly regions, a start state sstart, a goal state
sgoal, radius gradius which describes the goal region centered
around the goal state, the number of vertices to be built into the
sampling-based motion planner tree nvertices at each planning
cycle and the number of steps nsteps that the robot will actually
traverse each planning cycle.

Initially the path taken by the robot is set to the empty
sequence p = {} and the current state is set to scurrent (lines
1 − 2). While the robot is still more than gradius away from
the goal region the safe planner is invoked in a receding-
horizon style to find a safe path to goal (lines 3 − 10). In
line 4 the function BuildSafeTree invokes a sampling-based
motion planner on the map M of known obstacles. Suitable
choices for sampling-based motion planner include RRT [11]
and RRT* [8]. This function creates a tree so that it has nvertices
from the current state scurrent of the robot towards the goal state
sgoal. Note that it is not a requirement for the tree to reach the
goal in nvertices. Approaches like RRT and RRT* build a tree
towards the goal state by sampling states at random, checking
that they lie in free space and then connecting the sampled
state to the nearest node{s} in the tree using a steering func-
tion which is responsible for producing dynamically feasible
trajectories. These trajectories are then checked for collision
and satisfaction of rules-of-the-road and then added to the tree.
We take the approach of constructing dynamically feasible
and high-probability collision-free trajectories for connecting
states in the tree leveraging the PrSTL [18] framework for
synthesizing trajectories. PrSTL takes sensor uncertainty and
robot dynamics into account to synthesize trajectories which
are probabilistically safe up to user-specified confidence. If it
is not feasible to construct such a trajectory then the PrSTL



routine returns an empty trajectory and the sampled state is
rejected. So in line 4 the returned tree has edges (trajectories)
which are safe by construction.

In line 5 the nearest state snearest in the tree to the goal
state is found by an efficient nearest neighbor search. Then
the shortest path in the tree from root (scurrent) to snearest is
computed using A* [4] or Dijkstra’s shortest path algorithm
[3] in line 6 to give a path pshortest.

In line 7 the robot executes nsteps of pshortest and ends
up in a new current state scurrent. Along the way it makes
observations using onboard (noisy) sensors which then can be
used to update the obstacle classifier embedded in the PrSTL
framework. If the robot is not in the goal region at this time,
it builds a safe tree again using its updated beliefs from its
current state.

PRSTL-TREE mitigates the chief limitation of using
PRSTL alone for long-horizon mission planning with arbi-
trarily complicated obstacle maps and rules-of-the-road: it
eliminates the use of mixed-integer constraints which are nec-
essary for accounting for obstacles and sequential waypoints
in PRSTL. Since mixed-integer SOCPs or SDPs are NP-hard
[13] these are usually solved sub-optimally by branch-and-
bound based algorithms and have large runtimes for non-trivial
problem sizes. By relegating this difficult task of modeling
known obstacles and waypoints to a sample-based planner,
only the convex subset of PRSTL is needed which gives rise
to SOCPs which are convex and can be solved in polynomial
time.

We show via initial experiments in simulation the large
speedup in time obtained by using PRSTL-TREE as opposed
to PRSTL.

V. CASE STUDY

Our goal in this case study is to find control inputs for a
ground robot so it reaches a final goal while avoiding known
and unknown obstacles and staying within the road boundaries.
Figure 1a shows the initial setting of our experiment. The red
car represents our ground vehicle that must stay within the
boundaries of the circular road. The orange triangles represent
the obstacles present in this scenario. The robot is constrained
to travel on the road while avoiding the orange triangles. These
obstacles can either be known a priori or only known locally
based on uncertainties arising from classifiers.

We then use a mesh of points around the robot that act as
range finders that can detect obstacles. Using linear Gaussian
Processes [17], we are able to predict if a point in the space is
an obstacle or not based on the learned Gaussian distribution.
Therefore, the problem of obstacle avoidance translates to
probabilistic constraints as follows:

G[0,∞)

(
Pr(v ·

[
x y 1

]> ≤ 0) ≥ 1− ε
)

(2)

Here, v is a Gaussian vector learned by linear Gaussian
Processes, and (x, y) are the coordinates of the robot. The
inner product of v and

[
x y 1

]>
represents the current

belief of coordinates (x, y) being in an obstacle or not. We
would like to enforce that the coordinates are outside of
obstacles with high probability 1 − ε at all times t ∈ [0,∞).
For our experiments, we chose ε = 0.5, which allows an easier
fit of a prediction line to triangular shaped obstacles. Although
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(a) Initial state of the robot.
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(b) Final state of the robot.

Fig. 1: Autonomous robot reaching a final goal while avoiding obsta-
cles. Here, the red car on the road shows the autonomous robot. The
robot’s goal is to travel on the circular road while avoiding obstacles
and staying within boundaries. The orange triangles represent the
obstacles on the road. The green line on both figures shows the
computed future trajectory of the robot for the next horizon. The
blue line in 1b shows the trajectory computed and taken by the robot
to reach its goal.
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(a) Reaching the final state by
receding horizon optimization
for PrSTL under uncertainty.
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(b) Reaching the final state
by following PrSTL-Tree un-
der uncertainty.

Fig. 2: Comparing receding horizon optimization for safe control on
the left and PrSTL-Tree approach on the right for reaching the same
final goal while staying safe. Here, the orange triangles represent the
known obstacles and the pink ones represent the unknown obstacles.

ε is large, the resulting trajectories in Figure 2 do not collide
with any obstacles.

Note, in this case, the probabilistic constraints can equiv-
alently be written as semi-definite programs which makes
the constraints corresponding to uncertain obstacles convex.
However, the known obstacles and the boundary conditions of
the road are still non-convex constraints. Using PrSTL-Tree
we compute the optimal trajectory of traveling a quarter of the
circular road in 16.9848 seconds. This is shown in Figure 2a,
where the blue line shows the trajectory computed and taken
by the robot and the green line is the next horizon’s planned
trajectory. The computation time for this example is smaller
than the same example with known obstacles. Obstacle avoid-
ance under uncertainty results in convex properties, which can
help lower the computation time by reducing the number of
disjunctions in the formula.

Using PrSTL-Tree, we were able to find the controller in
2.1339 seconds. This is significantly (approximately 8 times)
faster than only using the optimization based method with
PrSTL constraints.
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