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planning problem, with proven features as long as the tracking is goodRandomized Path Planning for Linkages With Closed
enough, and one tracking problem. Kinematic Chains

The tracking problem is solved for a class of nonholonomic robots
of the unicycle type, and we illustrate the soundness of our method by Jeffery H. Yakey, Steven M. LaValle, and Lydia E. Kavraki
applying it to rigid body constrained motions.

Abstract—We extend randomized path planning algorithms to the case
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planning using multiple open-chain manipulators that cooperatively grasp

an object and planning for reconfigurable robots in which links might be

arranged in a loop to ease manipulation or locomotion. Applications also
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for general chain systems. Undoubtedly, both [10] and our work ad-
vance the state-of-the-art in using randomized planners for planning
for mechanisms with closed loops, and we hope that further research
will result in efficient randomized planners for closed kinematics sys-
tems.

Il. PROBLEM FORMULATION

In this section, a formal definition of a closed linkage will be pre-
sented and the path planning problem is formulated in the context of
these linkages.

A. Definition of a Linkage
Fig. 1. We investigate path planning for linkages that have closed kinematic ) ) .
chains and must avoid static obstacles. Our problem will be defined in a bounded 2-D or 3-D won¥, C

RV, such that = 2 or N = 3. A link, L,, is a rigid body in
the world, which represents a closed, bounded point set.Let

will be considered as a whole rather than as multiple, independentma  7.,...., L,,} denote a finite collection of; links. A joint .J,
nipulators. A planner for closed linkages can also be applieedon-  contains the following information:
figurablerobots. Typically, this type of robot is composed of multiple, 1) asubsetof link§L;, L, . ... L.} C £ connected by/y:

independent robots that can connect and disconnect from one anotheé') the point of attachment for eadh:

[16], [24], [27]. Closed linkages often occur during locomotion or re- 3) the type of joint (revolute spheriéal etc.);

configuration of such complex robots [16], [27]. 4) the range of allowable motions. '
Mgny of the concepts usc_ed In pgth p_Iannlng for rObOt_'CS can also &t 7 be a collection ofi; joints, each of which connects various links

applied to computer graphical animation [5]. Human-like characte.

- . ; . We then defineVt = (£, 7) to be alinkage?! It will sometimes
can naturally be modeled as linkages and planning techniques are well. |\ ioni to considevt as a graph in which the joints correspond

suited to animate those chgracters [28]'. Howe_aver, a difficulty arisﬁf’vertices and the links correspond to edges. Therefor& letienote
when these characters manipulate an object with both arms (e.qg., RIS underlying graph of\1. The special case of unary links (a link

ulp a tc)i()l?(,ano chz;racterls g:jasp gachl oth.el:, etc.), bifau?e Ith's .for ected to a single joint) iv needs to be addressed, since the edge
€ Qse inkage. There a r(_aa y e><|_st algorit m_s cap_a eorp gnnlng rresponding to these links will only connect one vertex. An artificial
this problem [14], but as in coordinated manipulation planning, a d@_értex needs to be createdd, for each unary link and it will be

coupling of the pIapning for the animated f:haracter and the Objeth' nnected only to the edge corresponding to the unary link. According
done. Another application that could benefit from a planner for clos? the connectivity o7, we will then group linkages into classes.

linkages lies in virtual prototyping [7]. For designs that include clos G is a tree, then we will consider this type of linkage todgen

linkages, a planner could automate testing and potentially avoid C%'special case of an open linkage is @pen chain linkagein which

structing physical prototypes. Applications of path planning for Iinké” the vertices of7,; have degree less than three. In the case where

ages with closed chains also exist in computational chemistry. For & is cyclic and all vertices have degree greater than one, we will call

ample, afundamental problem in drug design is to find low-energy COfkis aclosed linkageWe define aclosed chain linkagéo be a closed

figurations of molecules that satisfy rigidity constraints similar to thosiﬁﬁkage in which all the vertices have degree exactly two. The last class

obtaim_ed for three-dimensional (3fD) linkages [18]. ) is thecompound linkagen which Gy, is cyclic with at least one vertex
Inthis paper, we extend randomized path planners to deal with closggding degree one.

kinematic chains by showing how two important primitives of these
p_lanners can be |mp|§mented for closec_i klnematlc chains. These_prg"Kinematic Closure Constraints
itives are the generation of random configurations and the generation of
local paths. We adopt a very general definition for the kinematic chain. The kinematics ofM are expressed using standard parameteriza-
We also assume that inverse kinematics solutions are not available. tits for chains [9], [12]. Theonfigurationof M is a vectorg, of
goal is to demonstrate the feasibility of extending randomized plannéggl-valued parameters that uniquely determine the position and ori-
in the general case. It is clear that by using robot-specific characte@gtation of all links. The dimension afis the number of degrees of
tics or inverse kinematics a more efficient solution can be achievetgedom of M.
We implement our developed primitives in the context of the prob- Inthis paper, we are primarily concerned with the case in whitts
abilistic roadmap planner (PRM) [13] and rapidly-exploring randorfi closed or compound linkage, implying ti@t; contains cycles. For
trees (RRTs) [19]. this case, there will generally exist configurations that do not satisfy
To the best of our knowledge, there are two published papers tiigsure constraintsf the form f(¢) = 0. These constraints can be
extend randomized planners to handle closed kinematic chains a@fined by breaking each cycle Girs at a vertexv and writing the
from the earlier work in [15]. One is a previous paper of ours [20Kinematic equation that forces the pose of the corresponding joint to
which presents a subset of the work in our current paper. The other Reathe same, regardless of which of the two paths were chosen to
paper by Han and Amato [10]. In that paper, the authors show howlit 7 represent the setfi(¢) = 0, f2(¢) = O...., fm(q) = 0} of
develop a PRM-based planner for closed kinematic chains. They breaj€losure constraints, whose formulation will be formally defined in
the closed chains into a set of open chains, apply standard PRM random
sampling techniques and forward kinematics to one subset of the sub-

ch?ms, arr:d tlhen use mvers_e kln\(/aerTtlcE_on the rer?la::nlng SUbCEa'nI?irjf matic chains [9], rather than a linkage that contains only closed chains [11].
enforce the closure constraints. lle this approach has been shown ote that these classes deviate from the standard terminology used in mech-

perform well with a robot consisting of a single chain of varied lengtBnism design [11]. Our intent was forchainto imply linearity of the linkage
[10], experiments are not reported for the performance of the approaeti forclosedto mean that the linkage contains no unary links.

‘e use the more general definition of linkage that includes open and closed
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Section IlI-A. In general, if: is the dimension of , thenm < n. Let
Ceons C C be defined as

Ceons ={q¢ €C|Vfi € F, fi(q) = 0} 1)

which denotes the set of all configurations that satisfy the constraints
in F.

A collision is defined forM (g¢) if any of the links ofM(g) collides
with any of the workspace obstacles or the other link§.ifConsecu- Fig. 2. An example of breaking cycles in a linkage.
tive links usually do not give rise to collisions. L& include a set of
obstacles3 = {B...., By, }, which are each a closed subset®f p_ A Specific 2-D Model
Using standard terminology, I€%... denote the set of all configura-
tions such thatM(q) is not in collision. Formally, this is

The following model will be used to facilitate later concepts and
for our implementation: 1 is a collection of line segments in a 2-D
, world; 2) joints are revolute and attach links at their endpoints; 3) there
Crree ={a € CI(M() N B =10) are joint limits (e.g., joints are not allowed to rotate into the rangjé 0
A(VLi,Lj € M(q),Li N L; =0)} (2)  inwhichs is a parameter for the joint limit); 4) one of the joints attaches
a link to the origin (0,0) in the world}V; 5) the obstacle region is
whereL;, L; are nonconsecutive links. polygonal.
In addition to the usual complications of path planning for articu-
lated linkages having many degrees of freedom, we are faced with the Ill. GENERATING RANDOM SAMPLES

additional challenge of keeping the configuratior€ip,.s. Let Ceat = . L . .
Ceons N Ciree define the set of configurations satisfying both closure One of the most basic operations in many randomized planners is the
and collision constraints. construction of random configurations. For example, the basic PRM

Although( is typically a manifold (... will be more complicated. approach [13] uses randomly generated configurations thatdig.in

Each of the holonomic constraints JA is a smooth function with a ' "€S€ can be found by simply generating configurations émd re-

nonzero derivative. Using stereographic projection, these constraiff&ling those in collision. The problem is considerably more compli-
can be reformulated as polynomial equations and together these ¢g#€d for closed kinematic chains because all samples mustlie.in
straints form a system of equations that characterize the configuratiGa&sfying closure constraints. This section provides a general approach
satisfying the closure constraints.rdal algebraic varietycan be de- (0 9enerating random samplesin.. The use of kinematic error is an
fined by the polynomial equationi(¢) = --- = fm(q) = 0. The integral component of our approach.
surfaces defined by these varieties are not smooth in general and K% inematic Error
contain singular points. Therefore, a variety is not necessarily a mani-
fold, although a real algebraic variety can be split into a finite number To handle the closure constraints i, we define a new linkage,
of manifolds [26]. Because of the nature of these closure constraintd, = (£'. J'), whichis obtained by breaking cycles in the underlying
we will assume that we have ropriori knowledge of a parameteriza- graphG s of M. Let the set of links be the samg, = £. Let 7' be
tion for the variety. a superset aff and contaim; + m joints, where a new joint is added
Our problem reduces to path planning in a space with lower dimefigr each of then cycles inGias . For each cycle i+, the joint where
sion thanC, due to the fact that the equality constraintsArreduce the break occurs can be selected arbitrarily and will be denotefd by
the dimensionality of’. Since we have no efficient way to reduce thd here will be two links from the cycle if¥»; that are attached by..
number of parameters needed to specify the configuration for a clogeaf one of these links, disconnect it frofig and form a new joint;,
linkage, we allow a tolerance faf...., which means that the con- on the link whereJ;, was formerly attached. If this insertion of joints
straints will be satisfied to within some numerical precision. This tois performed for each cycle @, the result will be a linkage\t’

erance will be the subject of Section IlI-A. which has no cycles(,,;- is a tree). An example of “breaking” the
loops in a linkage is shown in Fig. 2. I’, the configuration of any
C. Finding a Path link can be determined by applying the forward kinematic equations to
) ) _the sequence of links on the unique path.to
Our problem reduces to path planningdn., which has lower di-  Neglecting self-collision, note tha’ can achieve any configura-

mension thart. Initially we are givenyinic € Csar @nd4goat € Csats  tion in C. If .J, and.J. have the same position W, then a closure

i[helnl_tlal conflggratlonandgoal configuration respectively. The task .qnstraint fromM is satisfied. If this is true for all joints i/’ \ 7,

is to find a continuous path : [0, 1] — Cear such thatr(0) = dinit  then the configuration lies i.on.. The closure constraint; (¢) can

and7(1) = ggou- For a path to exist betweepi andgzoa, itWill e \yritten by subtracting the kinematic expressionfofq) from the

be necessary that they are both contained within the same connegigtlession for;, using the equations from Section Il and will be done

component 0. _ _ _ _ as follows. LetB C {1,...,n;} be the indices of the set of joints that
The existence of closed kinematic chains greatly increases the difs;e broken in\ to form M’ . A kinematic error function can be de-

ficulty of path planning because the set of configurations that satisfjeq as

closure constraints is usually expressed in terms of implicit equations.

In the traditional path planning problem, a parameterization of the con- e(q) = Z 17%(q) = T (). (3)

figuration space is available. If closure constraints exist, a parameteri- kEB

zation is usually not available (except for some specific mechanisnm}

) . . : ernatively, the maximum (or anf” norm) can be used to combine
and the set of valid configurations is generally not even a mangfold. Y (or ang )

the error from each broken loop. This error function allows us to rede-
fine Ceons as follows:

3Even though it can be expressed as a stratification of manifolds [6], param-
eterizations of the strata are still unknown. Ceons = {q € C | e(q) = 0}.
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The algorithm GENERATE_RANDOM_SAMPLE requires three
constantse, which is the numerical tolerance on the error function,
I, which is the maximum number of search steps dndhich is
the maximum number of consecutive failures to close the kinematic
chains. The function RANDOM_NHBR takes in a configuratipas
a parameter and produces a new random configurationCs.... The
distance between the new configuratigrandq will be within a fixed
amountd,...x, which will generally be very small. RANDOM_NHBR
may have to guess many nearby configurations to produce one that is
collision-free.e(q) measures the kinematic error of configuratipn
as this is specified in (3). Rather than compute a complicate gradient

a. b. of e(g), any random configuration’ in which e(¢’) < e(q) is

i ] ] ] kept. This was observed in [2] to be much faster than computing
Fig. 3. (a) The curves depict.,. and configurations are chosen at random, .\ gna\vtical gradient for high-degree-of-freedom problems. If the
inC. (b) Randoml_zed error minimization is performed on the samples to forc? . . L
as many as possible onfo. ... algorithm becomes trapped in a local minimum and returns FAILURE,
then the sample is simply discarded. This has no serious effect on
the overall approach, except that some computation time is wasted.
Other approaches, such as the Levenberg-Marquardt [21] nonlinear

GENERATE_RANDOM_SAMPLE()

1 ¢ «RANDOM.CONFIGURATION(); optimization algorithm could be used instead of randomized descent,
2 ie0; jO ’ but one must be careful not to introduce an unwanted deterministic
3 whilei < Iandj<Jand e(q) >edo bias on the solutions.

4 i++; 4+

5 ¢' «RANDOM_NHBR(q);

6 if e(¢') < e(q) then C. A Computed Example

; if e(@) <j (:hoén ‘ﬁ; 7 We performed the following experiment to demonstrate that

9 v=e else Retllil;g (PI“AILURE the method presented above can generate a variety of samples for

closed-kinematics chains. We placed obstacles in a 2-D world so
that there would be many distinct connected components.in
?&ee Fig. 5). We then generated a PRM roadmap for this world and
observed the various connected components to determine whether
they were all represented. In Fig. 5, it can be seen that many of the
Since the equality constraints that define kinematic closure are ig@gnerated nodes wrap around various obstacles and have different
plicit, we allow a specified real-valued tolerance> 0 to determine orientations. Each of these configurations lies in a distinct connected
when the closure constraints are satisfied. This enables incremefnPonent ofCs.;, which means that no path exists between these
linear motions to be made a|0ng tﬁ&)ns and gives us new definitions Conﬁgurations. This eXperiment illustrates the abl“ty of random
for Ceons andCe.: that takee into consideration: sampling to simultaneously explore all components of a space, which
is advantageous for PRM-type multiple-query planners.

Fig. 4. An algorithm that iteratively attempts to reduce the kinematic error
a linkage.

Ceons ={q € C | e(q) < €}, IV. GENERATING LOCAL MOTIONS

Csat =Ceons N Crree. Nearly all existing randomized path planners require the genera-
tion of local motions irCr.... To extend these planners, operations are
By using thee tolerance, we allow some freedom for the randomizefleeded that generate local motion’i,s or Cs... Given a configu-

algorithms as they travel on the constraint surface. rationg € C..t, the task is to generate nearby configurations that also
Without the tolerance, we would need to use more costly algebrgig in (.., and are reachable fromby a local motion.

techniques to incorporate the closure constraints into our planner,

¥vh|ch_would decrease the number of allowable degrees of freed%m Random Steps in the Tangent Space

or a linkage.
Suppose that a configuratiane Cs.: is given. We will use random

sampling to generate incremental motions. It is preferable to generate

samples that locally follow the tangent space of the constraints, rather
Fig. illustrates the problem of generating verticeSin. Arandom than choosing a random direction. Tiamgent spacés the set of tan-

sample irC can easily be generated (of course, its distribution depengent vectors for some € C..ns. Using a tolerance, each of the tan-

on the parameterization 6, but is not very likely to be iff.... The gent vectors gives us a direction franthat is likely to remain ir....,

algorithm in Fig. 4 gives pseudocode for a randomized descent teerhich we can exploit when we wish to move locally. By sampling in

nique that iteratively attempts to reduce the error functign) from the tangent space when searching for configurations within a neighbor-

Section IlI-A. The approach we use is to break the kinematic loop®od ofg, we will be more likely to generate a new configuration that

and minimize the sum of squares the Euclidean distances of each jeiatisfies all closure constraints. The differential configuration vektor

that is not where it should be to satisfy kinematic closure. An alternkies in the tangent space of a constrainty) = 0 if

tive would have been to define each of the closure constrfitds in

polynomial form. The algebraic distance could then be minimized, or

an approximation to the Euclidean distanc&imay easily be mini- Afilc Afilc Afi(

mized [25]. %dm + %dqz o (Z)can)dq" =0 @

B. Gradient Descent
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Fig. 5. Allten components were found in a 2-D world that contains obstacles.

This leads to the following homogeneous system for all ofithe

closure constraints:

ofile)  9fi(a)
(9(]1 QQQ

9f2(q)  0f2(q)
8q1 OQQ

Afm(q)  Ofm(q)
E)ql an

dfi(q)

gn dg

20 | gas

¢n . | =0. (5

fm(q) | \dan

Oqn

Recall thatn < n. If the rank of the matrix i < m, thenn — k
configuration displacements can be chosen independently and thements for all of the joints in7 [13].
mainingk parameters must satisfy (5). We use singular value decom-The algorithm in Fig. 6 attempts to redueg, ¢'), the distance from
position (SVD), to compute an orthonormal basis for the tangent spagéo ¢’, by a randomized gradient descent that simultaneously maintains
This enables our algorithm to follow the tangent space and generatettie kinematic error to withim and reducegp, but is free to travel due
n —m random scalar displacements needed for the linear combinatitmthe allowed tolerances on the closure constraints.
This technique increases the likelihood that local motions will remain The overall structure of the CONNECT_CONFIGURATIONS algo-
within tolerances for larger step sizes, thus improving the efficiency dthm is similar to GENERATE_RANDOM_SAMPLE. An additional

our algorithms.

be considered as unary joints, or in other words, there is only one link
attached to each of them;. and L}, will denote these links fos;, and

J,., respectively. Note thak; and L} will each have a unique chain

of links to the root linkL, since the linkage is acyclic. The partial
derivatives of these open chains are efficiently compute#faE R?.

We use recursive formulas to compute th@ndy positions for the
origin of each link in\V

X, = COS(qn)AYn—l - Sill(Qn )yyn—l +lny (6)
whereX, = z and
1/Yn = Sin((In )Xn—1 + COS(qn)Y'n—1 (7)

in whichY; = y. In (6) and (7). represents the index of the link in
each open chain ang, represents the angle between successive links.
So, Lo will have index 0, etc. Once agaif, is the length of a link and

the (z, y) values are the coordinates of a link with respect to its coor-
dinate frame. These formulas yield an algebraic representation of the
kinematics for each open chain of links, but the partial derivatives with
respect to each parametgre ¢ need to be computed. For each of the
above formulas, there are two cases to be considered when taking the
partial derivatives: taking the derivative with respect to the parameter
for link », or for one of the other < n links:

- 09X, . oY, 1 .
0X, _ { cos (qn) 927 L —sin(qy,) P L 4<n ®)

d¢; | —sin (qn) Xsimt —cos(gn) Yot i=n
oY, {sin (qn) LRSS R (¢n) d:’(—;:l 1< n ©)

= Aq;

cos ((]n) anl -

dqi

=

sin (qn) Y1 i=n

By using the recursive linkage of these equations to our advantage,
memorized dynamic programming [8] can be used to efficiently eval-
uate these expressions for given configurations. The partial derivatives
are computed iteratively starting from= 0 and each value is stored in
a table for reuse in later iterations. The following two equations avoid
computing values for (6) and (7):

Xn :ay‘” + 671—1 5 (10)
dqn
0X,
Y, =- .
30 (11)

B. Connecting Nearby Configurations

Some randomized path planners, such as the PRM, require the gen-
eration of paths that connects nearby configurations. This can be ac-
complished by chaining together a sequence of local steps using the
method just presented. Letandq’ be two configurations .., that
we wish to connect (if possible).

To describe what is meant by “nearby,” a distance metric will be de-
fined. For the experiments in Section V we use a Euclidean metric on
the configuration space (appropriately adjusted for the topology). An
alternative is to compute the sum of squares of the Euclidean displace-

constantl{’ is used to terminate the search afféconsecutive failures

To use this technique, it is critical to efficiently compute the partiab reducep, even though kinematic closure is maintained. Also, the
derivatives for each of our constraints. Each of these closure constragaastanp is introduced to stop the algorithm when the path fipis
is formulated by finding the algebraic equations that fofgeand./;,

at each break to have the same position in the wokidand./; can

sufficiently close ta;’. In some cases, it might be preferable to switch
the order of Lines 5 and 7, depending on whether we want to prioritize
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CONNECT.CONFIGURATIONS(q, ¢') Comparison of Random and Tangent Space Sampling

1 i¢0; j«0; ke0; L+ {qk 5000
2 whilei</and j < Jand k < K and
p(LAST(L),q) > po do 2247
3 'l++, ]++; 553000_
4 ¢' ~RANDOM_NHBR(LAST(L)); L — Random Samples
5 if e(¢") < ¢ then ggzooo_ Tangent Space Samples
6 J 0 k++; £3
7 if p(¢",¢") < p(LAST(L),¢') then 251000
8 k<0, L« L+{¢"};
9  if p(LAST(L),q') < po then Return L Y T T
10 else Return FAILURE 0.00 0.01 0.02 0.03

Average Distance Traveled

Fig.6. Analgorithm thatiteratively attempts to move a system from one vert@ig. 7. Comparison between random and tangent space sampling for random
to another while keeping in C.:. neighbor generation of an 8-link closed chain linkage.

Comparison of Random and Tangent Space Sampling
the minimization of distance over the satisfaction of the closure co 5000

straint. The success of the algorithm is based on the assumption that
selected vertices are close enough to ensure local minima and collis 524000-
constraints are not likely to prevent connection. igaooo- — Random Samples
One drawback of creating paths using randomized gradient desc 4 § Tangent Space Samples
is that the path needs to be stored for every edge we add to the roadn ~ £ 52000' g P P
The reason is that there is no longer a guarantee, due to the rands §§1000-
ization, that a path can be regenerated between these vertices at a
time. Another reason is that the gradient descent is computationg %00 061 0.02

expensive to perform and the computation required during the que Average Distance Traveled

phase should be minimized. However, once a path has been generated,

several path optimization algorithms from Section V can be used to fég- 8. Comparison between random and tangent space sampling for random
duce the length of the path. As a result, the amount of space needefeignPor generation of a 7-link, 2-loop closed linkage.

store the paths in the roadmap is reduced, along with the added benefit

of the higher quality paths. I & I I I

C. Experiments

We again peformed experiments to demonstrate the feasibility and
advantages of random sampling versus tangent space sampling when
generating a random neighbor of a configuration. We generated 5000
random configurations satisfying the closure constraints and for each of
these configurations a random neighbor was computed using both the
random and tangent space sampling methods. The number of random
neighbors satisfying the closure constraints was recorded, as well as
their average distance from the original random configuration. This ex-
periment was performed repeatedly, changing the parameters of the two
methods to vary the average distance traveled between the random con-
figuration and its random neighbors. The chart in Fig. 7 compares thig. 9. Snapshots along the path of a closed linkage with two loops.
two sampling methods for an 8-link closed chain linkage and Fig. 8 is a
comparison for a 7-link closed linkage that has two loops (the linkage
is shown in Fig. 9).

It is readily seen that for both linkages the tangent space samplind" this section, we extend a PRM-based planner and an RRT-based
will outperform random sampling in both criteria. Tangent space sa@nner by applying the methods introduced in Sections IlI-IV. Two
pling is more likely to produce a new configuration satisfying the cld?otes are in order. First, collision detection was performed naively by
sure constraints, as well as generating random neighbors along a gré&&ing all pairs of line segments. Second, we optimize computed paths
distance. Both of these can improve the overall computation time ven by the methods in Section IV as follows. We repeatedly iterate
cause more successful random neighbor sampling leads to less wa@¥&d the path, analyzing every triple, viy, andv;y.. We compute
computation and increasing the distance traveled per step speeds ¥ distancel = p(vi. viy2) and determine whethef < dinax. In
nection of two configurations. Computing the tangent space sample§li$ case, we can delete,, without violating the maximum distance
more expensive to perform, though. The average time needed to ge@ween two consecutive configurations in a path. # dimax, thenwe
erate a neighbor using random Samp“ng took @g4wh||e tangent attempt to inCI’ementally mO\AQ+1 C|OSeI’ to the Straight Iine betWeen
space sampling took 1.518 ms. Even though the tangent space samplir@dvi+2, as far as possible before violating the maximum kinematic
is more expensive to perform, the extra distance it allows the rand&§or allowance.
neighbors to travel makes up for this added expense. Another factor to
be considered is the time spent performing collision detection, whiéh PRM Results
usually dominates the time needed to compute the random neighbofhe implemented version of PRM is a modification of the planner
using either random or tangent space sampling. presented in [13]. A large number of configurations are distributed uni-

Nl

V. PATH PLANNING EXPERIMENTS
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Fig. 10. Snapshots along the path of a manipulator example.

Fig. 12. Two manipulators grasping a cross-shaped object.
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Fig. 13. A snake-like compound linkage example.
Fig. 11. Two manipulators grasping and moving an object.

We did a straightforward implementation of the primitives de-

formly at random in the configuration space and those that are coficribed in this paper and focused in displaying the feasibility of our
sion-free are retained as nodes of a roadmap. A local planner is ti@Rroach without worrying about performance. Indeed, all of the
used to find paths between each pair of nodes that are sufficierfignsidered problems were solved (snapshots along computed paths
close together. If the planner succeeds in finding a path between t&f§ Shown in Figs. 9-11, but computing general PRM roadmaps
nodes, they are connected by an edge in the roadmap. In the qU&gpired several hours of computation time, resulting in roadmaps
phase, the user specified start and goal configurations are conne&egeveral thousand nodes. This extensive computation time is due
to the roadmap by the local planner. Then the roadmap is searchedifofhe repeated execution of the GENERATE_RANDOM_SAMPLE
a shortest path between the given points. and CONNECT_CONFIGURATIONS algorithms, which generally
We use GENERATE_RANDOM_SAMPLE to generate configura@r€ very expensive. Note that the implemented version of PRM tries
tions that lie inC.... These serve as the vertices of the roadmap. TH@ generate a roadmap that captures the components of the free con-
edges of the roadmap are generated using CONNECT_CONFIGURjguration space. The roadmap is then stored for answering multiple
TIONS. queries. After the roadmap has been precomputed, path queries can be
We now present three examples of linkages for which we have cofn Very quickly: once the initial and goal configurations have been
puted roadmaps. The first linkage is shown in Fig. 9 and is composg@nected to the roadmap, a simple graph search is all that is required
of seven links configured into two loops. A path was generated usifgycompute the remainder of the path.
the roadmap and four intermediate configurations in the path have been
displayed. This linkage has three DOF: each of the loops in the Iinkaﬁe RRT Results
has a single DOF and the base joint adds the third DOF. The next exThe RRT-based planner is a modification of a planner presented in
ample considers a manipulator attached to a closed linkage and is fl®]. An RRT is a tree that is grown incrementally. Initially, there is a
tured in Fig. 10. This linkage has 6 degrees of freedom: 5 from easimgle vertexgini. In each iteration, a vertex is added to the tree by
link in the loop and one for the manipulator (the grippers are not ablepacking a random configuration and then extending the vertex that is
move). The single closure constraint then reduces the total DOF tacthsest to the random sample [17], [19]. In the adaptation described
Our final example in Fig. 11 simulates two planar serial manipulatorere, the RRT is biased towagg..; by selectings..: as a “random”
cooperatively grasping an object. This example has 8-DOF, becasaenple a small percentage of the time.
the two manipulators have 3 and 4 links plus the single DOF added byWe have computed several examples of paths for closed linkages
the manipulated object. Once again, the closure constraint reducesusiag the RRT approach. Each of these examples were computed by
total degrees of freedom to 6 for the linkage. selecting an initial configuration and then the RRT was allowed to
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Fig. 14. An 11-link compound linkage example.

expand until 8000 nodes were added to the tree. The first examplél1]
shown in Fig. 12, is another coordinated manipulation task for tW012]
serial manipulators grasping an object in the shape of a cross. This
example has 9-DOF, but with closure constraints the number of degrees
of freedom is reduced to 7. The time needed to generate this exampls]
was 1271.18 s.

The second example is of a snake-like compound linkage, show, 4]
in Fig. 13, where the “head” of the snake needs to compress so that
it may fit through an obstacle. This linkage has 9 DOF, but again has
a total of 7 DOF when closure constraints are considered. Altogethell5]
this example required 468.7 s to compute. [16]

The last RRT example is an 11-link linkage, shown in Fig. 14 with
9-DOF once the closure constraints have been taken into account. The

computation of this example took 888.22 s.
(17]

VI. CONCLUSION

We presented extensions of successful randomized planners to tHg]
case of linkages that have closed kinematic chains. Closure constraints
are common in many applications such as robotics, computational
chemistry, virtual prototyping and computer graphics. The difficulty
is that path planning must be performed in a complicated sutiset,
of the configuration space. Our current experiments demonstrate the
feasibility of our approach. We expect that substantial performancé&0]
improvement can be obtained by taking the following steps: 1)
using the motion primitives from this paper in recent, more-efficient 21]
planning algorithms, such as the LazyPRM [4] or RRTConCon [19];

2) precomputing roadmaps while ignoring obstacles, as suggestdaR]
in [20] and applied in [10]; 3) employing efficient nearest-neighbor
algorithms and collision detection algorithms. We believe that 6123]
running-time improvement of a couple of orders of magnitude is
possible; however, experimental support for this remains as a topic ¢p4]
future research.
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